
Received 21 May 2024, accepted 15 July 2024, date of publication 18 July 2024, date of current version 26 July 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3430830

A Novel Ensemble Wind Speed Forecasting
System Based on Artificial Neural
Network for Intelligent Energy
Management
MERVE ERKINAY OZDEMIR
Department of Electrical and Electronic Engineering, Iskenderun Technical University, 31200 Iskenderun, Turkey

e-mail: merve.erkinayozdemir@iste.edu.tr

ABSTRACT Accurate and consistent wind speed forecasting is vital for efficient energy management
and the market economy. Wind speed is non-linear, non-stationary, and irregular, so it is very difficult to
forecast. There are many forecasting methods currently in use; however, selecting and developing the most
appropriate method for a particular region in wind speed forecasting is still a hot topic. This study presents
a new and unique neural network-based ensemble system for forecasting wind speed, which is very difficult
to predict but is directly related to the power generated by wind farms for individual and different sites.
With the developed ensemble model, average mean absolute error, mean absolute percentage error and root
mean square error values are obtained as 0.1269, 3.074%, 0.1596 respectively. Test results demonstrate
significant contributions of the proposed system compared to existing statistical, heuristic and ensemble
models, indicating that the developed model is a promising alternative for wind speed forecasting models.
The obtained results show that this system is an effective and useful intelligent tool that can be used by
various companies and government facilities that invest and operate in intelligent wind energy technologies.

INDEX TERMS Artificial neural networks, ensemble forecasting, intelligent energy management, wind
energy, wind speed.

ACRONYMS
ANN Artificial Neural Network.
MAE Mean Absolute Error.
MAPE Mean Absolute Percentage Error.
RMSE Root Mean Square Error.
NWF Numerical Weather Forecast.
LM Levenberg Marquardt.
SCG Scaled Conjugate Gradient.
TanSig Tangent Sigmoid.

I. INTRODUCTION
With technological developments in many industries and
the world’s growing population, the need for affordable and
sustainable energy sources has increased. Existing energy
production and consumption systems cause air, water, and
soil pollution on a local, regional, and global scale. Pollutants,
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especially greenhouse gases of fossil fuels, cause global
warming and climate change. The most important method of
reducing pollutants includes environment-friendly, sustain-
able, and renewable energy sources [1]. Among the other
renewable options, wind energy is one of the fastest devel-
oping energy resources in the world and is the most financed
type of energy [2]. It is the most advanced and commercially
available energy type among renewable energies and also one
of the cheapest energy sources [3].

Wind power plants need constant and convenient wind
speed for adequate energy generation [4]. Energy production
in wind turbines is a direct function of wind speed and unlike
conventional generation systems, the production consump-
tion balance cannot be easily adjusted [5]. Forecasting wind
speed is becoming progressively crucial for supply-demand
balancing and intelligent wind farmmanagement systems [6].
Therefore, for the stability and efficiency of the power
systems, it is necessary to advance immensely accurate wind
speed forecasting methods. Wind speed forecasting is also
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essential for wind energy conversion systems as it signifi-
cantly impacts production rate, including the dynamic control
of a wind turbine and the programming of a power system [7].
Wind speed forecasting is very important for estimating
the energy expected to be produced from wind turbines [8]
and increasing the efficiency of wind power generating sys-
tems [9], [10]. However, due to its unsteady and intermittent
nature, wind speed is often difficult to accurately forecast
during the operation. Wind speed is affected by meteoro-
logical parameters such as humidity, air temperature and
pressure, so these parameters are critical to determine wind
speed [11].

Various methods have been developed in the literature to
increase wind speed forecasting accuracy at different condi-
tions. These methods can be grouped as persistence, physical,
statistical, heuristic and ensemble models [12], [13]. The
persistence method, which is accepted as the simplest time
series model, is based on the assumption that the measured
value of the wind speed will not change for the time to
be estimated [14]. When trying to predict wind speed with
physical methods such as Mesoscale models and Numerical
Weather Forecast (NWF), data such as orography, roughness,
obstacles, pressure, and temperature are primarily used. In the
statistical method, the relationship between wind power data
and wind speed is tested to determine historical data. Wind
speed forecasting using persistence and physical models per-
forms well in the time series forecasting task and has fast
computation times. It performs particularly well in long-term
wind speed forecasting. In statistical methods such as AR,
ARMA, and ARIMA, wind speed forecasting is made based
on the time series method [15]. Statistical models are easily
trained and implemented. Heuristic models include artifi-
cial neural networks (ANNs) [16], neural fuzzy logic [17],
genetic algorithm [18], and support vectormachine [19], [20].
These methods do not require assumptions about the data
and can be easily applied to linear or non-linear data. Neural
networks can effectively solve complex and non-linear prob-
lems by learning complex non-linear relationships with its
architecture that uses weight parameters to transform input
data in hidden layers [33], [34]. Fuzzy logic provides an
effective solution by modelling complex non-linear problems
through local linear models such as Takagi Sugeno [35]. The
previous studies showed that using ANN methods instead
of complex rules and mathematical routines in forecasting
wind speed can provide faster solutions [21], [22], [23].
In particular, physical methods such as numerical weather
prediction uses complex mathematical models (Predictor,
High-Resolution Limited Area Model, Global Forecasting
System) [36]. As these models are computationally inten-
sive, they are run on supercomputers. These models are not
used for short and medium term wind speed forecasts as
they require additional cost and processing [37]. Ensemble
models use various types of forecasting methods to predict
wind speed. To improve the forecast performance, ensemble
models combine different methods, such as statistical models,

ANN, support vector machine and other machine learning
methods [24], [25].

These methods mentioned above have several disadvan-
tages. Persistence and physical methods need large data,
which slows down and complicates the operation of the
system. The forecasting performance of statistical models
is poor for non-linear data. Heuristic models and ensem-
ble models, on the other hand, have disadvantages such as
needing too much training data requiring pre-processing for
a large number of samples [44], and being stuck on local
solutions as the number of samples increases, overlearning,
and slowing down the system. As a result, the forecasting
performance of these systems decreases as the data increases.
In these models, too many parameters affect performance
and it is tough to determine them [27]. Additional methods
used to increase performance both slow down the system and
require the addition of other solutions. This is both time and
resource consuming. Despite all these requirements, perfor-
mance cannot be increased for large sites [26]. In ensemble
models, finding and optimizing the appropriate parameters of
the methods is very difficult, which considerably reduces the
forecasting performance [27].

However, almost all wind speed forecasting studies using
ensemble models have considered time series data and com-
mon frequency data or mixed frequency data [28]. These
data require a lot of pre-processing, which can lead to
loss of information and poor forecasting results. Although
researchers have achieved robust wind speed forecasting per-
formance, there is still some research and study gaps in wind
speed forecast usingmeteorological data in ensemblemodels.
Meteorological data directly affect wind speed, contain useful
information, are easy to obtain and process, and can provide
significantly improved modeling performance. In previous
studies in the literature, Neural Network based forecasting
systems have been preferred due to their performance in wind
speed forecasting for a limited number of sites. Prediction
performance decreased significantly as the number of regions
and the number of data increased. Therefore, introducing
meteorological data into the field of wind speed prediction in
ensemble models and creating a practical prediction method
whose performance does not decrease as the number of sites
and data increases is an important task to overcome the lack
of existing studies on wind speed forecast.

In this paper, a novel ensemble wind speed forecasting
model based on an artificial neural network is presented to
forecast wind speed for five different sites in the Eastern
Mediterranean Region of Turkey. In the proposed model, the
prediction performance doesn’t decrease with the increas-
ing number of data, it uses meteorological data, works very
fast thanks to its parallelism, takes advantage of the meth-
ods used in similar studies in the literature and eliminates
their disadvantages. The model can accurately forecast aver-
age daily wind speed using temperature, humidity, pressure,
and wind speed. Statistical error analyses methods such as
mean absolute percentage error (MAPE), mean absolute error
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(MAE) and, root mean square error (RMSE) are used to
evaluate the forecasting performance of the network and to
indicate the error levels.

The innovations and main contributions of this study can
be summarized as follows;

(1) A new system is presented which has never been tried
before in the literature and which utilizes the advantages
of using ANN and eliminates the disadvantages of using
ensemble methods for wind speed forecasting.

(2) Compared to ANN-based systems used in the literature,
ANNs in the ensemble model are designed individually for
each region in parallel, so a system that responds quickly
and accurately despite the large amount of data and site is
designed.

(3) Unlike the data used in other ensemble models in the
literature, a system that performs with high accuracy using
meteorological nonlinear data has been developed and a gap
in this field has been filled.

(4) Since a different ANN model is designed for each
site, the learning rate of each ANN is different, thus elim-
inating problems such as getting stuck in local solutions
and overlearning, which are encountered in other studies
using artificial neural networks and directly affecting the
performance of the system.

(5) This system uses more practical data processing tech-
nology because of parallelized structure rather than other
studies in the literature.

(6) The developed system can be used for any type of wind
farm and it is a very useful and more practical system for
smart energy management. This system will likely meet the
needs of companies and large government facilities that invest
and operate in renewable energy technologies.

This paper is organized as follows. Section I is the
introduction of this paper. Section II presents the materi-
als and methods used in the ensemble forecasting model
provides details about the framework of the developed
ensemble model. Section III introduces the statistical
evaluations and related analyses used, and also includes
some in-depth discussions. Section IV concludes of this
study.

II. MATERIALS AND METHODS
A. THE STUDY REGION AND DESCRIPTION OF THE
DATASET
Turkey is considered to be with a high wind energy potential
country. There are some cities with high wind energy poten-
tial in many regions of Turkey and wind power plant invest-
ments have been going on in those regions. There are pri-
marily seven different regions in Turkey. Aegean, Marmara,
and EasternMediterranean regions in Turkey are regions with
highwind energy potential [29]. The region located in the east
of the Mediterranean region is called the Eastern Mediter-
ranean Region. In this study, the wind speed was forecasted in
5 different sites in the Eastern Mediterranean Region which
are Adana as Site 1, Antakya as Site 2, Kahramanmaras as

FIGURE 1. Turkey map and selected sites of the eastern mediterranean
region.

Site 3, Iskenderun as Site 4 and Mersin as Site 5, as shown
in Figure 1.

The Mediterranean climate is dominant in the eastern
Mediterranean region. Summers are generally hot and dry,
and winters are warm and rainy. However, climatic features
vary depending on altitude above sea level. An increase in
terrestrial effects on the climate is observed in mountainous
regions, but the intense continental climate is not observed
in these regions due to the Mediterranean climate effect.
Factors such as humidity, temperature, pressure and elevation
affect wind speed [30]. In this study, the data set is created
consisting of daily average humidity, temperature, pressure,
and wind speed data obtained from Iskenderun Meteorology
Directorate for the cities such as Adana, Antakya, Kahraman-
maras, İskenderun, Mersin between 1998-2022. These data
were used for the forecasting system, which was developed
to forecast the daily average wind speed of the sites. In the
methods used for forecasting in this study, daily average
humidity, temperature, pressure data were used for input and
daily average wind speed data were used for output.

Fig.2 shows boxplot figures of each site’s data. As seen
as in Fig. 2, boxplot figures show the minimum, median,
maximum values and data quartiles of the data in each site
used in this study.

B. FORECASTING
In this study, wind speed forecasting was performed with
two different methods. Firstly, wind speed forecasting was
performed for 5 different sites with a multilayer feed-forward
ANN model. Forecasting performances for different param-
eters of ANNs are compared. Secondly, the ensemble fore-
casting model developed for this study was used to forecast
wind speed for 5 different sites. In order to determine the
networks that found the best results in both methods, it was
examined how accurately they responded to the verification
data separated from the database. The networks with the
highest accuracy rate were used.

1) ARTIFICIAL NEURAL NETWORK
ANNs are an information processing technology used to solve
complex problems in various applications such as control
systems, pattern recognition [31], diagnosis, classification,
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FIGURE 2. Boxplot figures of each site.

prediction, data association, data filtering, and interpreta-
tion [32]. The structure of ANN is based on the biological
nervous system of the human brain. Neurons, the simplest
and smallest unit of ANN, can manage complex behaviors
between neurons and weight parameters. Neurons form net-
works by connecting the system to each other in various ways.
These networks can learn, memorize and reveal the relation-
ship between data for the predictions. ANNmodels consist of
interconnected neurons. Artificial neurons have main compo-
nents such as input, weight, threshold, summation function,
activation function, and output [38].

In a basic ANN model, input xj is multiplied by a weight
(wjk ) and a threshold value (∅j) is then added. For n input
values, the net input uk is calculated using (1);

uk =

∑n

k=1
wjkxk − ∅j (1)

Apply uk to a linear or non-linear activation function f (x)
to obtain the output yj. The output of the network is calculated
mathematically as given in (2)

yj = f (
∑n

k=1
wjkxk − ∅j) (2)
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FIGURE 3. Schematic diagram of a multilayer feedforward neural network.

TABLE 1. The verification results for different ANN parameters.

In Eq. 2, n is the number of entries, wjk is the weight value
of the k input of neuron j, ∅j is the applied threshold. Output yj
is compared with the targeted value ej using the error shown
in (3);

δj = yj(1 − yj)(ej − yj) (3)

Training the ANN is one of the most important processes.
Training the ANN is described properly since the process
of modification of the connection weights is necessary in
a specific order using a learning algorithm. The purpose of
training in artificial neurons is to compile the values of the
weights of the inputs of each neuron. The weights are mainly
random before the network is trained and do not contain
any meaning, but after training, they contain meaningful and
satisfactory information [39].

One of the most used algorithms for training is the back-
propagation algorithm. In this algorithm, the inputs and
desired outputs are implemented to the network and the
output is obtained. Then, the outputs of the network and
the desired outputs are compared to each other and the
error is found. This process is implemented to all data in

the training dataset and this training proceeding, called an
epoch, is iterated until the error level decreases to an admis-
sible value [40]. The error is reflected back to the neurons
in the hidden layers and the performance of the model is
increased. Briefly, the error is disseminated back from the
output layer neurons to the input layers, neurons, as is given
in (4);

wjk (t + 1) = wjk (t) + δjyjα(wjk (t) − wjk (t − 1)) (4)

where,

wjk (t − 1): previous weight of the kth neuron
wjk (t + 1) : updated weight of the kth neuron
wjk (t): current weight of the kth neuron
α: learning rate of the network

δj: error
yj: output

In this study, a multilayer feedforward ANN model is
used. The basic topology of multilayer feedforward ANN
is the input layer, hidden layer(s), and output layer [43] as
seen in Figure 3. The ANN was trained and tested on a
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FIGURE 4. Overall framework of the developed model.

total of 6048 out of 8640 data in the database. 70% of the
6048 data in the database were used for training ANN and
30% for verification. Different backpropagation algorithms
are used to train the ANN. In the developed ANN model,
supervised learning technique with multilayer feed forward
network with Scaled Conjugate Gradient (SCG), Levenberg-
Marquard (LM) learning algorithms are employed. Tangent
sigmoid (tansig) and hyperbolic tangent sigmoid transfer
functions used respectively. The accuracy of the model
depends on the number of hidden layer, the number of neu-
rons in the hidden layer, the transfer function and the learning
algorithm [41].

Many studies have shown that the training process of
neural networks slows down when a large number of hid-
den layers are used [45]. Researchers have concluded that
if the criterion of the problem is to achieve better accu-
racy, then a large number of hidden layers can be used,
but if the main factor of a problem is time, then the use
of a large number of hidden layers should be considered
in such problems [46]. On the other hand, adding unnec-
essary neurons or layers leads to overfitting. Therefore,
before designing the neural network, it is very impor-
tant to analyze the training database samples to correctly
determine the approximate number of neurons and hidden
layers.

MATLABR2023A software is employed to implement the
presented model.

The verification results are given in Table 1 for differ-
ent ANN parameters. Best accuracy results were developed
with ANN 4 model. In this ANN is used LM learning

algorithm and hyperbolic tangent sigmoid transfer function.
There are 5 hidden layers, the number of neurons in the 1st,
2nd, 3rd, 4th and 5th hidden layers are 8, 12, 18, 10 and
20 respectively. The learning rate is 0.4, the number of
epochs for training the network is 169. After several trial-
and-error experiments, the training algorithm, the transfer
function, the learning rate, the number of hidden layers, and
the number of neurons in the hidden layers were selected. The
configuration that gave the highest accuracy was selected.
As seen in Table 1 wind speed forecasting accuracy results
are low. In order to increase the forecasting rate, forecasting
model is changed and developed a new ensemble forecasting
model.

2) THE ENSEMBLE FORECASTING MODEL
Figure 4 shows the ensemble forecasting model developed in
this study. Each network represents a different ANN which
forecasts one site. By combining these networks, ensemble
forecasting model is established. This system has five net-
works to forecast wind speed: Site 1 Adana, Site 2 Antakya,
Site 3 Kahramanmaras, Site 4 Iskenderun, and Site 5 Mersin.
Each network of the model represents a specific ANN
model which is trained to forecast daily wind speed for
one site.

To test any data, 4 feature information such as the day infor-
mation and daily average humidity, temperature and pressure
obtained from the test data are entered into the system. Then
the desired site is selected. Test data is applied as network
input to the selected site. After these processes, the test data
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of the selected network in Figure 4 is tested and the wind
speed for the selected day in the relevant site is forecasted.

a: TRAINING AND TESTING FOR EACH ANN IN THE
ENSEMBLE MODEL
For each site there are 8640 data collected between 1998 and
2022. For 5 sites there is a total of 43200 data in the database.
The ANN to predict wind speed for each site was trained and
tested using a total of 6048 data from the 8640 data in the
database. For each site, 70% of the 6048 data were used for
training and 30% for validation. Each site was trained and
tested with its own training and test data.

MATLAB R2023A software is used for the ensemble
model. For all network structure in this system, feedforward
ANN model is used. Levenberg – Marquardt (LM) algorithm
was used for training, and the transfer function, the hyperbolic
tangent sigmoid was used.

After several trial-and-error experiments, the training
algorithm, the transfer function, the learning rate, the num-
ber of hidden layers were selected. Also, the number of
neurons in the hidden layers were selected based on the trial-
and-error approach. In this approach, each network in the
model was trained with different training algorithms, transfer
functions, learning rates, different number of hidden layers
and different numbers of neurons [42]. Then, the perfor-
mances of the networks were obtained by using different
training algorithms, transfer functions, learning rates, dif-
ferent numbers of hidden layers and different numbers of
neurons in hidden layers. For each network in the ensemble
model, the configuration that gave the highest accuracy was
selected.

Figure 5 shows how each ANN in the ensemble model
was designed. Each network in the ensemble model has dif-
ferent configurations. Each site represented by the networks
has different geographical characteristics, even if they are
in the same region, and each has different meteorological
data accordingly. With this model developed, it is possible
to design different network configurations according to the
specific data and characteristics of each site. The aim is to
improve ANN prediction performance and thus the accuracy
of wind speed forecasting. Structures are carried out step by
step for each network, as described below.
Network 1: In this network of the ensemblemodel, an ANN

forecasts wind speed for the input data of Site 1. In the ANN,
there are 4 hidden layers, the number of neurons in the 1st,
2nd, 3rd, and 4th hidden layers are 13,10, 9 and 15 respec-
tively. The learning rate is 0.3, the number of epochs for
training the network is 128. The verification accuracy rate for
this network as given in Table 2 shows that the performance
of this network for forecasting wind speed for Site 1 is high.
Network 2: In this network, an ANN is established to

forecasts wind speed for Site 2. For this ANN, there are
3 hidden layers, the number of neurons in the 1st, 2nd, and
3rd hidden layers are 18,12, and 12 respectively. The learning
rate is 0.2, the number of epochs for training the network

FIGURE 5. Flowchart of the designed each ANN in the ensemble model.

is 105.The verification accuracy rate for this step as given
in Table 2 shows that the performance of this network for
forecasting wind speed for Site 2 is high.
Network 3: The ANN in this step, forecasts wind speed

for Site 3. For the ANN structure, there are 4 hidden layers,
the number of neurons in the 1st, 2nd, 3rd, and 4th hidden
layers are 22,18, 19 and 18 respectively. The learning rate
is 0.2, the number of epochs for training the network is
97. The verification results for this step as given in Table 2
demonstrates that this ANN model has a high forecasting
performance for Site 3.
Network 4: The ANN forecasts wind speed of Site 4. For

this ANN, there are 4 hidden layers, the number of neurons
in the 1st, 2nd, 3rd, and 4th hidden layers are 25, 15, 23,
7 respectively. The learning rate is 0.4, the number of epochs
for training the network is 159. The accuracy rate given in
Table 2 indicates that this ANN model forecasts wind speed
successfully for Site 4.
Network 5: The ANN structure is used to forecast wind

speed of Site 5. The ANN structure has 3 hidden layers. The
first, the second and the third hidden layers include 12, 16 and
19 neurons, respectively. The learning rate is 0.3, the num-
ber of epochs for train the network is 102. The forecasting
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TABLE 2. The verification results for ANN models in the ensemble model.

performance results given in Table 2 shows that this ANN
model forecasts wind speed successfully for Site 5.

C. EVALUATION METRICS
Statistical error analysis methods were used to evaluate the
performance of the network and to indicate the error. Mean
Absolute Error (MAE), Mean Absolute Percentage Error
(MAPE) and, Root Mean Square Error (RMSE) analyses are
used to evaluate the results of ANN and the ensemble model.
These analysis methods are calculated using in 5-7;

MAE =

∑n
t=1

∣∣(xt − x ′
t )
∣∣2

n
(5)

MAPE (%) =

∑n
t=1

∣∣(xt − x ′
t )/xt

∣∣
n

× 100 (6)

RMSE =

√∑n
t=1 (xt − x ′

t )
2

n
(7)

In the above equations, xt represents the output value and x ′
t

represents the target output value.

III. RESULTS AND DISCUSSION
This section introduces the statistical analysis of ANN and the
ensemble model at five sites. The evaluation criteria for fore-
casting MAE, MAPE and RMSE are used. The MAE, MAPE,
RMSE values calculated to determine the performance of
the developed ensemble model represent the average abso-
lute difference between the predicted and measured data,
the average absolute percentage difference between the pre-
dicted and measured data, and the difference between the
predicted andmeasured data, respectively. From the database,
2592 data were selected for each site from 8640 data to
test the ANN and the ensemble model. These 2592 data
were randomly selected from the 8640 data in the database.
The 2592 data were not used for training any forecasting
structure.

A. EXPERIMENT 1: ARTIFICIAL NEURAL NETWORK
The developed different ANN models which details were
presented in section II/1, were tested. MAPE, MAE and
RMSE statistical analysis methods presented in Section II-C
were used to evaluate the accuracy of ANN models. The
MAE, MAPE (%) and RMSE values obtained from different
ANN models developed for 5 different sites are illustrated in
Table 3.

As can be seen from Table 3, the best results were obtained
for ANN4. ANN 4 model also gave the highest accuracy rate
in the validation result. The obtained test results proved that
this model is the ANN model with the best prediction perfor-
mance among the other models.MAE values ranged between
0.2426 and 0.3982.MAPE (%) values vary between 20.93 and
28.23, while RMSE values vary between 0.2774 and 0.3432.
The MAE, MAPE and RMSE results obtained show that the
forecasting performance of this model is not at the desired
performance. These test results show that the forecasting
performance of ANN for wind forecasting is low.

The results obtained with ANN revealed that a different
method should be developed to increase the prediction per-
formance as the number of sites and the number of data
increases.

B. EXPERIMENT II: THE ENSEMBLE SYSTEM
Detailed test results of the developed ensemble system are
presented in Table 4. As can be seen from Table 4, Site 1 has
the best MAE value and theMAE value is 0.1131. In general,
it can be seen that the MAE values of all the sites are less
than 0.2 and that the values are very close to each other.MAE
results are within the desired range and very good for all sites.
The average MAE value is 0.1269 and this result confirms
that the MAE values of the other sites are quite good.

The site with the best MAPE value is Site 5 with a MAPE
value of 2.5318%. When analyzing the MAPE values of the
other sites, it can be seen that they all have MAPE values of
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TABLE 3. Statistical metrics of test results for different ANN Models.

TABLE 4. Statistical metrics of test results for proposed ensemble model.

less than 4%. The averageMAPE value was 3.0741%.MAPE
results confirm that the model forecasts very well.

The site with the best RMSE value is Site 2 and the RMSE
value is 0.1333. The RMSE values of the other sites vary

between 0.1418 and 0.1930. The average RMSE value is
0.1596. The RMSE values confirm that the developed model
forecasts quite accurately for all sites.

The MAE, MAPE and RMSE values calculated to evaluate
the forecasting performance of the developed model were
obtained at desired values for all sites. The values show that
the developed model forecasts the wind speed with very high
accuracy.

The comparison of measured and predicted values for each
Site is shown in Figure 6. In Fig. 6 the superiority of the pro-
posed system is clear. The forecasting results of the ensemble
model and the actual wind speed values are very close to each
other. The results show that the use of the ensemble model for
wind speed forecasting is an appropriate choice.

The proposed ensemble model forecasts wind speed
accurately and practically under different geographical and
climatic conditions. This is because a different ANN
model has been developed for each site. The ANN model
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FIGURE 6. Forecasting results of the developed system.

with the highest accuracy rate was obtained for each
site and this strengthened the reliability of the model.
The developed model overcomes a lot of non-linear and
complex data and forecasts the wind speed with high
accuracy.

IV. CONCLUSION
Due to technological advances in many sectors and popula-
tion growth around the world, the need for affordable and
sustainable energy sources is increasing significantly. Among
other renewable energy options, wind energy is the most
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advanced and commercially available type of energy. Accu-
rate and stable wind speed forecasting is vital for efficient
energy management and the market economy.

Many existing wind speed forecasting models use persis-
tence and physical methods. These methods need large data,
which slows down and complicates the functioning of the
system. As a result, the accuracy of the forecasting system
decreases. The forecasting performance of statistical models
is poor for nonlinear data. Heuristic and ensemble models,
on the other hand, have the disadvantages of needing too
many training examples, requiring preprocessing for a large
number of examples, getting stuck in local solutions as the
number of examples increases, overlearning, and slowing
down the system. In previous studies, neural network based
forecasting systems have been preferred due to their per-
formance in forecasting wind speed for a limited number
of sites and data. In this study, it was developed a unique
ensemble forecasting model to increase the accuracy of wind
speed forecast. Raw, random and non-linear meteorological
data such as wind speed, humidity, temperature, and pres-
sure were used in this model. In contrast, the developed
model doesn’t need preprocessing the data, this increases
the speed of the system considerably. Unlike the methods
mentioned above, the model developed in this study does not
get stuck in local solutions since different ANN models are
combined in parallel, although it works with a large number
of non-linear data and more sites. Contrary to other studies
using ANN and also the results obtained in this study, the
performance of the system does not decrease as the number
of sites and the number of data increases. In ensemble mod-
els, it is very difficult to find and optimize the appropriate
parameters of the methods, which considerably reduces the
forecast performance. In this study, since the parameter opti-
mization is performed separately for each site, the prediction
performance is considerably improved.

Each of the components of the developed ensemble system
has significantly improved the forecast performance. The
contribution made by each component is verified using test
data. The developed system performed very well, demon-
strating excellent wind speed forecasting capability due to
the superiority of each network. The obtained results show
that this system is an effective and useful intelligent tool
that can be used by various companies and government
facilities that invest and operate in intelligent wind energy
technologies. Moreover, the developed ensemble system can
be used in other fields such as electricity price forecasting,
load forecasting and power plant scheduling.
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